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Two different types of behaviors
Two distinct types of behaviors: 

Innate (instinctive, inherited) behaviors 

Behaviors that every individual of a given species is able to perform without first having to 
experience them performed by others, and without being in any way guided or instructed 
in them.  

-children breathing, laughing, crying, walking 

-a mother rat building a nest and grooming her pups even if she is raised in total isolation 
and has never seen other female rats engaging those acts 

-caterpillars spinning a cocoon, spiders weaving a web, beavers building a dam 

Acquired (learned) behaviors 

Behaviors influenced by an animal’s own particular experiences, with striking differences 
between individuals of the same species. 

-children reading, writing, playing musical instruments



Developmental origins of behaviors
-Darwin thought the instinctive behaviors are naturally selected (consequences of the 
reproductive success of individuals already possessing useful habits). 

-Konrad Lorenz thought that genetics is the basis not only for complexity of biological 
structures but also for specific behaviors.

The shapes similar to the shadow of the 
bird’s natural predators (+) elicited 
escape responses; silhouettes of 
songbirds and other innocuous species 
elicited no obvious response.

Egg-rolling behavior of greylag goose. Lorenz found this 
sequence of elaborate motor action is automatic; if the 
egg rolled away during retrieval, the goose continue to 
roll the now non-existent object and settled back onto 
the next as if successful.

Imprinting. The first moving object 
that goslings see after hatching is 
their mother.



https://www.youtube.com/watch?v=7PcteKRA3zs



1. Early movements of vertebrate embryos  

2. Sexually dimorphic behaviors in rodents 

3. Critical period 

Ocular dominance plasticity 

Song learning in bird 

Developmental mechanisms of behaviors

Cascades of events results in the formation of neural circuits that underlies changing behaviors. 



Early movements of vertebrate embryos
-First movements are the result of spontaneous activity of motor neurons. 

E3-4 in chick, E11.5-E12.5 in mouse 

consists of propagating waves that cause near synchronous activation of most motor neurons 
on both sides of the cord 

Acetylcholine from collaterals of motor axons provides the main drive in the absence of 
descending and afferent input (GABA and glycine also contribute; they are excitatory) 

-The earliest activity of motor neurons helps specific innervation of limb muscles. 

Blocking or slowing rhythmic bursting in chick embryos causes abnormal lateral motor 
column (LMC) axon fasciculation in the lumbar plexus and D/V pathfinding errors 
accompanied by lowering of EphA4, EphB1 and PSA-modified NCAM levels.  
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Fig.! 2.! Multiple! guidance! pathways! collaborate! to! direct! axon! targeting! to! limb! muscles.
LMC ! subtypes! make! D/V! pathfinding! decisions! in! response! to! guidance! signals! expressed! in! discrete! limb! domains.! Letters! link! axon! guidance! trajectories! (Left)! and! signaling
pathways! (Right).! Red-labeled! membrane! segments! represent! microdomains.! (A)! Ephrin-A! repels! EphA+ LMCL axons! from! the! ventral! limb.! (B)! Ephrin-A! “reverse”! signaling
triggered! by! dorsal! EphA! ligand! synergizes! with! GDNF:Ret/GFR!1! chemoattraction.! Ret! functions! as! ephrin-A! co-receptor! for! “reverse”! signaling.! (C)! Past! the! D/V! choice
point, ! PCP! genes! (Fzd3,! Celsr3)! promote! LMCL axon! growth! and! interact! with! ephrin-A! “reverse”! signaling! co-receptors! (ephrin-A,! Ret).! (D)! Ephrin-B! repels! EphB+ LMCM axons
from ! the! dorsal! limb.! (E)! Repulsive! Sema3F! and! Netrin-1! drive! Nrp2+/Unc5C+ LMCM axons! into! the! ventral! compartment.! Unc5C! interacts! with! EphB! generating! synergistic
repulsive! responses.! Ephrin-A! present! at! high! levels! in! LMCM axons! bind! EphA! receptors! in! cis-configuration,! rendering! them! unavailable! for! trans-interaction! with! ephrin-A
expressed! in! the! ventral! limb! – ! that! would! oppose! LMCM ventral! projection.! (F-H)! D/V! pathfinding! and! LMCL axon! growth! defects! observed! in! mouse! mutants! for! guidance
pathways! involved! in! limb! innervation.! The! MN:ephrin-AREV.OFF transgene! inactivates! ephrin-A! “reverse”! signaling! in! motor! neurons! causing! LMCL projection! errors! [77].

Ephrin-A! ligands! are! enriched! in! the! ventral! limb! mesenchyme,
while! EphA4! receptors! are! abundant! in! dorsally-projecting! LMCL
axons! [74,75].! Binding! of! ephrin-A! ligand! to! axonal! EphA4! receptor
triggers! repulsive! “forward”! signaling! that! prevents! LMCL axons
from! entering! the! ventral! compartment.! In! EphA4 ! mutants,! LMCL

axons! undertake! an! aberrant! ventral! trajectory,! indicating! that
repulsive! ephrin-A! cues! are! no! longer! detected! [36,76]! (Fig.! 2A! and
2F).! Restricted! expression! of! EphA4! in! LMCL neurons! is! under! the
control! of! Lhx1! HD! factor,! while! Lmx1b! is! responsible! for! enrich-
ment! of! ephrin-A! in! the! ventral! limb! [36].! Although! the! hindlimb
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Early movements of vertebrate embryos
-Later, there is coordinated contraction of extensor muscles followed by flexor muscles as 
is typical of many adult movements. 

E10 in chick, E18 in mouse 

Individual motor neurons in the circuit spontaneously depolarize. 

When a sufficient number are activated, threshold for activation of the entire network is 
reached, resulting in the generation of a wave of activity that propagates from the 
initiation site. 

Many types of interneurons are generated and form a central pattern generating 
circuitry.

restricted functions. This functional diversification might
be important for the more complex muscle movements
necessary for terrestrial locomotion. Such a conclusion
would be consistent with the idea that the early V0 –V3
subdivisions of neurons in the embryonic spinal cord
(Figure 1a) represent a primitive developmental ground

state that undergoes further diversification during devel-
opment. In the mouse, it appears that a subset of the V1
INs generate many of the local circuit inhibitory INs that
are present in the mammalian spinal cord. For instance,
inhibitory INs that mediate recurrent inhibition are
derived in their entirety from the En1+ V1 IN population

Development of circuits that generate simple rhythmic behaviors in vertebrates Goulding and Pfaff 15

Figure 1

Schematic of spinal cord development, cellular organization and CPG coordination. (a) The right half of the spinal cord depicts the origin of the
interneuron (IN) and motor neuron (MN) populations defined in developmental studies using molecular markers for cell identification (reviewed in
[3–5]). V0 INs are marked by Evx1, V1 INs by En1, V2 INs by Chx10, V3 INs by Sim1 and MNs by Hb9. The left half of the spinal cord gives a
summary of neuronal labeling studies defining the general location of commissural INs (CINs) (reviewed in Kiehn and Butt [33]). Ascending (a),
descending (d), ascending–descending (ad) and segmental (s) projection patterns are indicated for each group of CINs. (b) A neuronal network
located within each half of the ventral spinal cord controls rhythmic locomotor activity and is defined as a central pattern generator (CPG).
The left and right CPGs are linked by cross-inhibitory connections that coordinate alternation. Likewise, intersegmental connections coordinate
the activity of flexor–extensor motor control at different rostral–caudal levels of the spinal cord. The cellular basis for extensor–flexor
coordination is less well understood but appears to be mediated by a variety of IN types [19!] that are more complex than depicted in this
simplified schematic.

www.sciencedirect.com Current Opinion in Neurobiology 2005, 15 :14–20
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Early movements of vertebrate embryos

-Central pattern-generating activity is modulated by sensory and descending inputs. 

-Sensory (proprioceptive) information generated through the active movements of the limb or 
the bending of the body controls the activity of the central pattern generator. 

Cerebellum

MLR (CNf 
and PPN)

RF

Cortex

MCtx

BG
Tha

VCtx
pPCtx

BSN

Sensory 
inputs

Muscle

Spinal 
locomotor 
network

Motor output

Brainstem

Mesencephalic locomotor 
region
(MLR). A region in the 
midbrain where electrical 
stimulation initiates 
locomotion. The strength 
of stimulation regulates the 
speed of locomotion.

Commissural neurons
(CNs). Excitatory or inhibitory 
neurons that have axons 
crossing between the left side 
and the right side of the 
nervous system.

limbed animals, it additionally involves the coordina-
tion of muscle activity within a limb and between pairs  
of limbs. Together with rhythm-generating circuits that 
may drive the activity in the network and set the speed 
of locomotion, left–right pattern-generating circuits are 
needed to secure the coordination between undulating 
movements on both sides of the body in non-limbed 
locomotion and between limbs in limbed locomotion. In 
limbed locomotion, flexor–extensor pattern-generating 
circuits are needed for intra-limb coordination. This 
functional modularity — with rhythm generation and 
two aspects of pattern generation — has served as a 
vantage point for deciphering the intrinsic organization 
of the locomotor networks.

Left–right coordinating circuits
Appropriate locomotion requires the coordination 
of muscle activities on the left and right sides of the 
body. Groups of commissural neurons (CNs) that have 
their axons crossing the midline provide the lines 
of communication that are needed to link bilateral 
activity. In limbed animals, changes in speed are often 
followed by changes in gait that involve changes in 
left–right coordination. A significant feature of the 
integrated control of CNs during locomotion is, there-
fore, to provide changes in left–right coordination at 
different speeds of locomotion. An understanding of 
these dynamic network configurations is starting to 

arise in which diverse groups of CNs are organized in a 
modular manner to secure alternating and synchronous 
activity in bilateral pairs of limbs during different 
locomotion speeds.

Dedicated CN populations encode gaits. The CNs that 
are involved in motor control in mammals are localized 
in the ventral spinal cord and constitute a heterogenous 
group of neurons with respect to both their projection 
patterns39–41 and their transmitter phenotype (that is, 
being glutamatergic, glycinergic or GABAergic42–44).

Crossed inhibition in mammals may be accomplished 
in two ways: directly by inhibitory CNs acting on motor 
neurons (or interneurons) or indirectly by excitatory 
CNs, which act on premotor inhibitory neurons28,45–47. 
By contrast, crossed excitation may be obtained by 
excitatory CNs acting directly on motor neurons (or 
interneurons)28,45–47. The dual inhibitory pathway is 
tuned to support alternating — out-of-phase — muscle 
activity across the cord, whereas the excitatory pathway 
is tuned to support synchronous — in-phase — mus-
cle activity. Accordingly, this complex CN system has 
been proposed to be involved in segmental left–right 
alternation and in promoting in-phase firing of motor 
neurons on either side of the spinal cord during loco-
motion in tetrapods46,47. Experiments using the genetic 
ablation of identified CNs have provided broad support 
for this conjecture.

Figure 1 | Organization of neuronal control of locomotion in vertebrates. The selection and initiation of 
locomotor behaviour involves various regions of the brain and brainstem. Output neurons of the basal ganglia (BG) 
project both to the thalamus (Tha) — which sends projections to the motor cortex (MCtx) and other cortical areas — 
and to areas in the brainstem, including the mesencephalic locomotor region (MLR)2–4. Initiation of locomotion 
is thought to be mediated by the activity of neurons in the MLR7,9, including the cuneiform nucleus (CNf) and the 
pedunculopontine nucleus (PPN). MLR neurons project to neurons in the reticular formation (RF) in the hindbrain7,9. 
Neurons in the RF project to locomotor networks in the spinal cord that execute locomotion. Descending fibres from 
the vestibular and rubrospinal spinal pathways (brainstem nuclei (BSN))8 maintain posture and modulatory signals9,14–16 
that regulate the ongoing locomotor activity. The cerebellum coordinates locomotor behaviour by mediating 
movement-generated feedback and internal feedback, as well as by modulating the activity in the descending 
pathways8. Proprioceptive sensory feedback modulates the activity of the spinal locomotor network17. Cortical activity 
(MCtx) provides visuomotor (VCtx) correction of locomotion via the posterior parietal cortex (pPCtx)1. Figure is 
adapted with permission from REF. 165, Springer. 
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MLR: mesencephalic locomotor region. Initiation of locomotion Is thought to be mediated by the activity of neurons in the MLR, including the cuneiform 
nucleus (CNf) and the pedunculopontine nucleus (PPN). MLR neurons project to neurons in the reticular formation (RF) in the hindbrain. Neurons in the 
RF project to locomotor networks in the spinal cord that execute locomotion.  

Kiehn (2016)



Summary 1 (early movement)

-The first movements in vertebrate embryos are not coordinated and are caused by 
spontaneous activity of motor neurons that relies on acetylcholine from other motor neurons 
as well as glycine and GABA. 

-These early activities help the guidance of motor axons to muscles.  

-Central pattern-generating activity is modulated by both descending and sensory inputs.



 Sexually dimorphic behaviors

-Sexual behavior is robust and often stereotyped, allowing quantitative analysis. 

-Sexual behavior has strong innate component, likely to be specified by genetic programs. 

-Reproductive behaviors are sexually dimorphic (differ between males and females) 

-In fruit flies, sexual dimorphism in neural circuit and behavior is largely specified by cell-
autonomous (intrinsic) actions of transcription factors splicing factors. 

-In rodents, such dimorphism requires a combination of intrinsic and extrinsic (hormonal) 
controls both during development and in the adult.



Regulation of mammalian sexual behaviors

Model mammalian species (mostly rodents) show sexual and reproductive behaviors that 
has a large innate component. 

-Male rodents mount females. Female rodents exhibit lordosis . 

-Males show aggressive behavior toward intruders (particularly sexually mature males).  

-Females exhibit maternal behavior after giving birth to pups. 

What is the developmental origin of such sexually dimorphic behaviors? 



The Sry gene on the Y chromosome determines male 
differentiation via testosterone production

In most mammals (including mice and humans), sex is determined by the presence or 
absence of the Y chromosome.  

-Humans with one X and no Y (XO) develop into females (Turner Syndrome). 

-Humans with two X and one Y (XXY) develop into males (Kleinfelter Syndrome) 

The Sry gene (encoding a transcription factor, SRY) is on the Y chromosome. 

-SRY is necessary and sufficient for the development of the testis, which produces 
testosterone.  

Testosterone is required for the brain development that leads to male sexual behavior.  

-Unlike the fruit flies in which cell-autonomous mechanisms mediate sexual 
differentiation, the mammalian system is more complex because of the involvement of 
sex hormones (testosterone, estrogen, progesterone).

XY XX

SRY no SRY

testes
ovaries 

(no testes)

testosterone no testosterone

male sexual
differentiation

female sexual
differentiation

male female



Testosterone and estradiol are the major sex hormones

-Testosterone is synthesized from cholesterol in the testes and freely diffuse across the plasma membrane. Testosterone 
binds to androgen receptor , which are transcription factors. 

-Dihydrotestosterone (DHT), a testosterone metabolite, is a more potent activator of androgen receptor than testosterone 
and is responsible for the development of external genital masculinization. 

-Estradiol is a major estrogen (=female sex hormone) is made by the ovaries of sexually mature females. Estradiol binds 
to estrogen receptors (ER𝛼 and ER𝛽), which act as transcription factors.  



Testosterone is converted to estrogen in early developing 
male brains

-Cells that express the enzyme aromatase can convert testosterone to estradiol. In these cells, testosterone can exert its 
actions by 1) binding to an androgen receptor directly or 2) by binding to estrogen receptor after being converted to estradiol. 
Estradiol plays an important role in male development.  

-In females, estradiol is produced by the placenta but is sequestered by 𝛼-fetoprotein and does not reach the brain in male or 
female. 

In late embryonic to early postnatal rodent brains, estrogen is available in males 
but not in females.



Early exposure to testosterone causes females to exhibit 
male-typical sexual behavior

The organization-activation model for sex hormone action (Phoenix, 1959)



Sensitive period for the organizational effect of testosterone

-There is a sensitive period in early development during which the brain is programmed to respond in a male or 
female direction when stimulated by hormones (activation) in adulthood. 

-The original study by Phoenix et al. (1959) suggested the sensitive period is prenatal in guinea pig. 

-In mouse and rat, the sensitive period starts shortly before birth and spans the first 10 days after birth. 

-Organizational effect is mainly through estradiol rather than testosterone itself. Female mice treated with estradiol for the 
first 10 days after birth show male-typical behaviors. In addition, aromatase knockout mice show profound defects in 
male-typical behaviors. 

temporal change of 
testosterone levels in 

males

The profile of the neonatal testosterone surge has
been characterized in several different species including rat
(figure 1b), mouse (figure 1c), horse, sheep, primates and
humans (figure 1d ) [6,10–13]. In most species, the testosterone
surge is relatively transient with levels declining within hours
[6]; however, in some species such as non-human primates and
humans, the elevations in testosterone may persist for many
hours to weeks following birth [6,10,11]. The elevation in
plasma testosterone quickly increases testosterone levels in
the hypothalamus [14,15]. In rats, castration shortly after
birth prevents the elevation of testosterone levels in the hypo-
thalamus, indicating that the testes are the primary source of
the rise in plasma testosterone [14]. Through the aromatization
of testosterone by the enzyme P450 aromatase (CYP19A1), oes-
tradiol levels within the hypothalamus are elevated [15]. As
such, it is the testosterone metabolite, oestradiol, which exerts
its actions within the brain to cause sexual differentiation of
structure and function [16].

In rodents it is very clear that the neonatal testosterone
surge is responsible for establishing brain sexual dimorphisms
that underpin sexually dimorphic physiology and behaviour
[8]. However, in primates, including humans, the role of the
neonatal testosterone surge in the establishment of brain
sexual dimorphism is less straightforward. Evidence suggests
that the majority of brain sexual differentiation in primates is
established by exposure to androgens prenatally rather than
neonatally, though this differs among primates. Neonatal cas-
tration or blockade of the neonatal testosterone surge has
little effect on the expression of sex behaviours in rhesus
monkeys [17,18], but results in decreased aggression and
decreased mounting behaviour in tamarins and marmosets
[19–21]. It has also been noted that blockade of the neonatal

testosterone surge in male rhesus monkeys can delay puberty
onset and alter the response of the central nervous system to
glutamate receptor activation [22]. This suggests that the
neonatal surge permanently differentiates the neural circuitry
underlying the hypothalamic-pituitary-gonadal (HPG) axis in
monkeys. In humans, the neonatal testosterone surge is often
referred to as ‘mini-puberty’ in male babies and while its func-
tion is unknown, it could conceivably be involved in some
aspects of brain sexual differentiation. For example, certain
sex differences in the human brain do not become apparent
until after birth [23]. Furthermore, recent investigations correl-
ating neonatal levels of testosterone with behaviour suggest
that the neonatal activation of the HPG axis may be associated
with gender-linked social development [24], though causal
relationships are difficult to establish in human studies. In
this context, it is interesting to note that males with congenital
hypogonadotropic hypogonadism that do not have a neonatal
testosterone surge experience significant psychosexual dis-
orders despite treatment with testosterone as adults [25].
Thus, although fetal testosterone secretion is critical for gener-
ating sex differences in human brain function, there is some
indirect evidence that the neonatal testosterone surge may
also have a role in primates.

Following the discovery that neonatal exposure to testos-
terone and its metabolite oestradiol cause permanent and
irreversible changes to the rodent central nervous system,
considerable effort has been devoted to investigating the mol-
ecular and cellular mechanisms through which these
hormones act to organize the sexual differentiation of the
brain [26,27]. Other authors within this special issue will
address several of the mechanisms by which testosterone
and oestradiol sexually differentiate the brain. While not an
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Figure 1. Changes in testosterone concentrations throughout embryonic, neonatal and postnatal life. (a) Schematic of plasma testosterone levels in males during
embryonic and postnatal life. (b) The mean serum testosterone levels obtained from male and female rat pups sampled at different hours following birth. 0 in
(utero) represents data from rats delivered by caesarean section immediately after the appearance of the first spontaneously delivered pup. 0 ex (utero) represents
data from pups collected immediately after spontaneous delivery. (c) The mean serum testosterone levels obtained from male and female mouse pups at different
hours following birth. (d ) The mean serum testosterone levels from human newborns of both sexes at different hours following birth. Data modified from Corbier
et al. [6].
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•Male (but not female) pituitary gland has elevated LH (lutenizing hormone) concentration 
from E17 to E20. LH stimulates production and secretion of testosterone from male testes. 

-The AV/PV (anteroventral/periventricular) nucleus of the hypothalamus contains neurons 
that produce the peptide Kisspeptin-1 (Kiss1). Production of these neurons require estradiol 
in the embryonic male brains (converted from testosterone). Kiss1 stimulates production of 
GnRH, which stimulates LH secretion into circulation.

Pituitary controls neonatal testosterone surge from the testes



Sexually dimorphic brain structures
In most sexually dimorphic nuclei, testosterone is converted to estradiol via aromatization and acts primarily through the α 
form of the estrogen receptor (ERα) to alter multiple aspects of brain structure and function. 

Larger in male brains: MPO (medial preoptic area), principal nucleus of the bed nuclei of the stria terminalis (BSTp), medial 
amygdala 

Lesion studies indicate that MPO is essential for male courtship behavior (mounting, intromission, ejaculation). 

In humans, interstitial nuclei of the anterior hypothalamus (INAH1, 2, 3, 4) are larger in males. 

Larger in female brains: AV/PV  



Estrogen specifies sexually dimorphic neuronal numbers 
by regulating programmed cell death

-More programmed cell death in females leads to the smaller size of sexually dimorphic brain 
structures. In males, estradiol prevents the cell death in these structures.



Sexual dimorphism of a penile muscle and its motor neurons
-Motor neurons of the spinal nucleus of the bulbocavernosus (SNB) innervate a 
muscle at the base of the penis. 

-Both SNB neurons and their target muscle die in neonatal females but not in 
males. 

-Dihydrotestosterone (DHT) acts via the androgen receptor to prevent 
programmed cell death in the muscle. The muscle provides trophic support for 
the survival of SNB neurons. 

-Some sexually dimorphic nuclei are continually influenced by sex hormones 
during puberty and in the adult.  

e.g., In songbird brains, testosterone promotes the survival of adult-born 
neurons in male song nuclei. 



Regulation of sexual dimorphism in flies and mammals

In both flies and mammals, sexual dimorphism occurs extensively in the form of neuronal number and connections, and 
programmed cell death is a key mechanism in both cases.  

-Deletion of Bax in mice eliminates sexual differences in the mouse forebrain (Forger et al., 2004). Female Bax knockout 
mice show reduced lordosis. 

-In flies, transcription factors play a large role. In mammals, sex hormones play a large role.  

How do sexual dimorphisms in mammalian brains regulate sexual behaviors?

Circuit-level view of sexually dimorphic structures 

Accessory olfactory system (discriminates sex partners) 

MeA (medial amygdala) and BNST both project to MPOA (medial 
preoptic area) and VMH (ventromedial hypothalamic nucleus) 

Main olfactory system (essential for mating) 

MeA and MPOA 



What regulates the sensitive period?

temporal change of 
testosterone levels in 

males

The profile of the neonatal testosterone surge has
been characterized in several different species including rat
(figure 1b), mouse (figure 1c), horse, sheep, primates and
humans (figure 1d ) [6,10–13]. In most species, the testosterone
surge is relatively transient with levels declining within hours
[6]; however, in some species such as non-human primates and
humans, the elevations in testosterone may persist for many
hours to weeks following birth [6,10,11]. The elevation in
plasma testosterone quickly increases testosterone levels in
the hypothalamus [14,15]. In rats, castration shortly after
birth prevents the elevation of testosterone levels in the hypo-
thalamus, indicating that the testes are the primary source of
the rise in plasma testosterone [14]. Through the aromatization
of testosterone by the enzyme P450 aromatase (CYP19A1), oes-
tradiol levels within the hypothalamus are elevated [15]. As
such, it is the testosterone metabolite, oestradiol, which exerts
its actions within the brain to cause sexual differentiation of
structure and function [16].

In rodents it is very clear that the neonatal testosterone
surge is responsible for establishing brain sexual dimorphisms
that underpin sexually dimorphic physiology and behaviour
[8]. However, in primates, including humans, the role of the
neonatal testosterone surge in the establishment of brain
sexual dimorphism is less straightforward. Evidence suggests
that the majority of brain sexual differentiation in primates is
established by exposure to androgens prenatally rather than
neonatally, though this differs among primates. Neonatal cas-
tration or blockade of the neonatal testosterone surge has
little effect on the expression of sex behaviours in rhesus
monkeys [17,18], but results in decreased aggression and
decreased mounting behaviour in tamarins and marmosets
[19–21]. It has also been noted that blockade of the neonatal

testosterone surge in male rhesus monkeys can delay puberty
onset and alter the response of the central nervous system to
glutamate receptor activation [22]. This suggests that the
neonatal surge permanently differentiates the neural circuitry
underlying the hypothalamic-pituitary-gonadal (HPG) axis in
monkeys. In humans, the neonatal testosterone surge is often
referred to as ‘mini-puberty’ in male babies and while its func-
tion is unknown, it could conceivably be involved in some
aspects of brain sexual differentiation. For example, certain
sex differences in the human brain do not become apparent
until after birth [23]. Furthermore, recent investigations correl-
ating neonatal levels of testosterone with behaviour suggest
that the neonatal activation of the HPG axis may be associated
with gender-linked social development [24], though causal
relationships are difficult to establish in human studies. In
this context, it is interesting to note that males with congenital
hypogonadotropic hypogonadism that do not have a neonatal
testosterone surge experience significant psychosexual dis-
orders despite treatment with testosterone as adults [25].
Thus, although fetal testosterone secretion is critical for gener-
ating sex differences in human brain function, there is some
indirect evidence that the neonatal testosterone surge may
also have a role in primates.

Following the discovery that neonatal exposure to testos-
terone and its metabolite oestradiol cause permanent and
irreversible changes to the rodent central nervous system,
considerable effort has been devoted to investigating the mol-
ecular and cellular mechanisms through which these
hormones act to organize the sexual differentiation of the
brain [26,27]. Other authors within this special issue will
address several of the mechanisms by which testosterone
and oestradiol sexually differentiate the brain. While not an
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Figure 1. Changes in testosterone concentrations throughout embryonic, neonatal and postnatal life. (a) Schematic of plasma testosterone levels in males during
embryonic and postnatal life. (b) The mean serum testosterone levels obtained from male and female rat pups sampled at different hours following birth. 0 in
(utero) represents data from rats delivered by caesarean section immediately after the appearance of the first spontaneously delivered pup. 0 ex (utero) represents
data from pups collected immediately after spontaneous delivery. (c) The mean serum testosterone levels obtained from male and female mouse pups at different
hours following birth. (d ) The mean serum testosterone levels from human newborns of both sexes at different hours following birth. Data modified from Corbier
et al. [6].
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1. neonatal testosterone surge 
2. temporal pattern of aromatase expression (down-regulated soon after birth) 
3. downstream components of estrogen receptor pathway (not known?) 

-it is not known how estradiol controls apoptosis of neurons in sexually dimorphic 
brain structures.



Summary 2 (sexual dimorphism)

-In mammals, sex determination is controlled by the transcription factor SRY (gene located 
on Y chromosome). SRY is required for the formation of the testes. 

-Testes produce testosterone during male embryogenesis. This triggers neonatal surge of 
testosterone in males via hypothalamus-pituitary loop involving several peptide hormones.  

-In developing male brains, testosterone is converted to estradiol by aromatase in 
developing male brains. Estradiol plays crucial roles in development of sexually dimorphic 
brains structures by controlling programmed cell death. 

-Sexually dimorphic brain structures form brain circuitry that is critical for male sexual 
behaviors. 

-Estrogen may play a role in brain development and function through microglia activation.



Critical (sensitive) period
-Virtually all animals can alter their behavior based on their past experiences. 
The base for this ability is synaptic plasticity: strengthening, weakening, addition, removal 

-The capacity for synaptic plasticity often peaks soon after birth and declines with age. 

-The distinct phase of development with greatly enhanced plasticity for specific 
sensory experiences or sensorimotor interactions is the critical period.



Imprinting
Konrad Lorenz found that shortly after hatching in an incubator, greylag geese chicks 
could be imprinted on almost any moving visual object, including himself, which from 
then on would serve as a substitute mother for the young geese (Lorenz, 1935). The 
time period for imprinting was short (a day or two after hatching).  

-Once imprinting occurs, the effect is permanent. 

-Auditory imprinting also occurs in birds. 



Language learning

SECOND LANGUAGE LEARNING
EXHIBITS A “CRITICAL PERIOD”

FOR LEARNING

A stage-setting concept for human language learning is
the graph shown in Figure 1, redrawn from a study by
Johnson and Newport on English grammar in speakers of
Korean learning English (1989). The graph as rendered
shows a simplified schematic of second language learn-
ing as a function of age.

The graph is surprising from the standpoint of human
learning more generally. In the domain of language, in-
fants and young children are superior learners when com-
pared with adults, despite adults’ cognitively superiority.
Language is one of the classic examples of a “critical” or
“sensitive” period in neurobiology (Johnson and Newport
1989; Newport et al. 2001; Knudsen 2004; Kuhl 2004;
Bruer 2008).

Scientists are in agreement that this curve represents
data across a wide variety of language-learning studies
(Johnson and Newport 1989; Bialystok and Hakuta 1994;
Neville et al. 1997; Flege et al. 1999; Weber-Fox and
Neville 1999; Yeni-Komshian et al. 2000; Birdsong and
Molis 2001; Mayberry and Lock 2003; Kuhl et al. 2005,
2008; EL Newport and T Supalla, unpubl.). The learning
function describes our current understanding of second
language learning, and reflects many individual sensitive
periods for phonological, semantic, and grammatical
learning, over time. Given widespread agreement on the
fact that we do not learn equally well over the lifespan,
theory is currently focused on attempts to explain this
phenomenon. What accounts for adults’ inability to learn
a new language with the facility of an infant?

One of the candidate explanations is Lenneberg’s hy-
pothesis that development of the corpus callosum changes
the brain in a way that affects learning (Lenneberg 1967;
Newport et al. 2001). More recent hypotheses take a dif-
ferent perspective. Newport raised the “less is more” hy-
pothesis, which suggests that infants’ limited cognitive
capacities actually allow superior learning of the simpli-

fied language spoken to infants (Newport 1990). Work in
my laboratory has led me to advance the concept of neural
commitment, the idea that neural networks are established
early in infancy to detect the phonetic and prosodic pat-
terns of speech (Kuhl 2004; Kuhl et al. 2014). The neural
architecture is designed to maximize processing of the
language experienced by the infant. Once established,
the neural architecture for French or Tagalog, for example,
impedes learning of new patterns that do not conform.

FOCAL EXAMPLE: PHONEME
LEARNING

The world’s languages contain approximately 600 con-
sonants and 200 vowels (Ladefoged 2001). Each language
uses a unique set of approximately 40 distinct elements,
phonemes, which change the meaning of a word (e.g.,
from bat to pat). But phonemes are actually groups of
nonidentical sounds, phonetic units, that are functionally
equivalent in the language. The infant’s task is to make
some progress in figuring out the composition of the 40-
odd phonemic categories before trying to acquire words
on which these elementary units depend. For example,
Japanese infants must learn to group the phonetic units r
and l into a single phonemic category (Japanese r), where-
as American infants must learn to uphold the distinction to
separate rake from lake. Similarly, Spanish-learning in-
fants must distinguish phonetic units critical to Spanish
words (bano and pano), whereas English learning infants
must combine them into a single category (English b). If
infants were exposed only to the subset of phonetic units
that will eventually be used phonemically to differentiate
words in their language, the problem would be trivial. But
infants are exposed to many more phonetic variants than
will be used phonemically. Simple exposure to a category
of sounds does not explain phonetic learning.

Learning to produce the sounds that will characterize
infants as speakers of their “mother tongue” is equally
challenging, and is not completely mastered until the age
of 8 yr (Ferguson et al. 1992). Yet, by 10 mo of age,
differences can be discerned in the babbling of infants
raised in different countries (de Boysson-Bardies 1993),
and in the laboratory, vocal imitation can be elicited by 20
wk (Kuhl and Meltzoff 1982). The speaking patterns we
adopt early in life last a lifetime (Flege 1991).

My colleagues and I have suggested that this kind of
indelible learning stems from a linkage between sensory
and motor experience; sensory experience with a specific
language establishes auditory patterns stored in memory
that are unique to that language and these auditory rep-
resentations guide infants’ successive motor approxi-
mations until a match is achieved (Kuhl and Meltzoff
1996). The ability to imitate vocally may depend on the
brain’s social understanding mechanisms, those that form
a human mirroring system for social understanding (Hari
and Kujala 2009), and recent brain data obtained on in-
fants support this view (Kuhl et al. 2014). We revisit the
brain’s sensorimotor coupling for speech later in this
paper.

Figure 1. The relationship between age of acquisition of a sec-
ond language and language skill. (Reprinted from Kuhl 2010;
originally adapted from Johnson and Newport 1989, with per-
mission from Elsevier.)

P.K. KUHL212

What enables the kind of learning we see in infants for
speech? No machine in the world can derive the phone-
mic inventory of a language from natural language input
(Rabiner and Huang 1993), although models improve
when exposed to “motherese,” the linguistically simpli-
fied and acoustically exaggerated speech that adults uni-
versally use when speaking to infants (de Boer and Kuhl
2003; see also Kuhl et al. 1997). The variability in speech
input is simply too enormous; Japanese adults produce
both English r- and l-like sounds, exposing Japanese in-
fants to both sounds (Lotto et al. 2004; Werker et al.
2007). How do Japanese infants learn that these two
sounds do not distinguish words, and that their differenc-
es should be ignored? Similarly, adult English speakers
produce the Spanish b and p , exposing American infants
to both categories of sound (Abramson and Lisker 1970).
How do infants learn which sounds are important in dis-
tinguishing words in English? An important discovery in
the 1970s showed that infants initially hear all these pho-
netic differences, but that this universal perceptual ability
declines before the age of 1 yr (Eimas et al. 1971; Eimas
1975; Lasky et al. 1975; Werker and Lalonde 1988).

THE TIMING OF INFANT LEARNING

The transition from an early universal phonetic ability
to language specific phonetic perception occurs between 6
and 12 mo of age, when nonnative phonetic perception
declines (Werker and Tees 1984; Best and McRoberts
2003; Rivera-Gaxiola et al. 2005b; Tsao et al. 2006) and
there is increased sophistication in the processing of native
speech (Kuhl et al. 1992). Work in my laboratory showed
that at the same time that nonnative perception for conso-
nants declines, native-language speech perception shows
a significant increase. We demonstrated that Japanese in-
fants’ discrimination of English r–l declined between 8
and 10 mo of age, whereas at the same time in develop-
ment, American infants’ discrimination of the same
sounds showed an increase (Fig. 2; Kuhl et al. 2006).

Our work also demonstrated that native-language dis-
crimination between 6 and 7 mo predicts the rate of lan-

guage growth between 11 and 30 mo (Tsao et al. 2004;
Conboy et al. 2005; Kuhl et al. 2005, 2008; Rivera-Gax-
iola et al. 2005a). Intriguingly, although better perfor-
mance on native contrast discrimination predicts more
rapid growth in later language abilities, better perfor-
mance on nonnative contrasts predicts slower language
growth (Fig. 3; Kuhl et al. 2005, 2008). In other words,
phonetic learning does not simply depend on auditory
acuity, but also on the ability to learn from exposure to
language and to attend to some acoustic features and not
others.

Bilingual learners acquire two languages, using the
same principles, although our data suggest that the sen-
sitive period for learning is extended (Garcı́a-Sierra et al.
2011). We are currently investigating the extended sensi-
tive period in bilinguals: The neural system may remain
“open” longer due to variability in overall language input
or due to reduction in input per unit time for each of the
native languages, thus extending the learning process (see
Kuhl et al. 2008, for discussion).

Both monolingual and bilingual infants benefit from
hearing “motherese” speech. Produced at a higher pitch,
with exaggerated intonation contours and slower articula-
tion, motherese is an ideal signal for infant learning. Pro-
duced by parents and caregivers all over the world when
speaking to infants, motherese exaggerates the acoustic
differences between phonetic units, making phonemes
easier to differentiate (Kuhl et al. 1997). Our studies
link exposure to motherese to advanced language devel-
opment. We demonstrated that 11- and 14-mo-old infants
exposed to a greater proportion of motherese utterances at
home, and particularly during face-to-face social interac-
tions, have advanced language development at the age of
2 yr (Ramı́rez-Esparza et al. 2014, 2015).

A COMPUTATIONAL SOLUTION
TO PHONETIC LEARNING

What explains infant learning? Studies in the decade of
the 1990s demonstrated that infants are capable of a new
form of learning, referred to as “statistical learning” (Saf-
fran et al. 1996). Statistical learning reflects implicit rather
than explicit learning. It relies on the ability to automati-
cally pick up and learn from the statistical regularities that
exist in the stream of sensory information we process, and
studies show that both phonetic learning (Maye et al.
2002) and early word learning (Saffran et al. 1996) are
strongly influenced by this form of learning.

Recent studies show that infants are sensitive to the
statistical distributions of sounds that they hear in ambi-
ent language, and that this affects perception. Although
adult listeners hear /r/ and /l/ as either distinct (English
speakers) or identical (Japanese), speakers of both lan-
guages produce highly variable sounds. Japanese adults
produce both English r- and l-like sounds, so Japanese
infants are exposed to both. Similarly, in Swedish there
are 16 vowels, whereas English uses 10 and Japanese uses
only five—but speakers of these languages produce a
wide range of sounds. The mere presence of a particular

Figure 2. Effects of age on discrimination of the American
English /ra-la/ phonetic contrast by American and Japanese
infants at 6–8 and 10–12 mo of age. Mean percent correct
scores are shown with standard errors indicated. (Reprinted
from Kuhl 2010, with permission from Elsevier; originally
adapted from Kuhl et al. 2006.)
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Kuhl (2014)

Infants and young children are superior language learners compared with adults.  



　Amblyopia

Amblyopia is an enduring loss of responsiveness (detected as reduced visual acuity) in the 
primary visual cortex to an eye deprived of vision during early years of life (0-7 years old) 

-afflicts 2–5% of the human population 

-remains without a known cure in adulthood 
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This Seminar provides an update on recent develop ments 
in amblyopia research that aff ects screening, diagnosis, 
and treatment. Only in the past 5 years have multicentre, 
randomised controlled trials addressed amblyopia 
treatment issues. These studies not only help clinicians 
and parents in choosing appropriate therapies, but also 
inform screening policy, which is of general interest. We 
fi rst summarise common defi nitions of amblyopia, 
discuss the diagnosis of amblyopia, and describe recent 
studies of screening for amblyopia and the implications 
of treatment trials on screening. We then present the 
existing evidence on whether the disorder should be 
treated and summarise recent treatment studies, 
providing specifi c recommendations.

Defi nition of amblyopia 
Amblyopia has traditionally been defi ned by what it is 
not, rather than by what it is. Defi nitions often include 
aphorisms such as a disorder “in which the patient sees 
nothing and the doctor sees nothing”.1 Based on animal 
studies2 and functional human neuroimaging,3 amblyopia 
can be defi ned as a disorder in which there is dysfunction 
of the processing of visual information. This dysfunction 
is usually detected and evident as reduced recognition 
visual acuity, although the abnormalities include many 
types of visual function.4 Although clinical ocular 
examination is most often entirely normal in amblyopia, 
microscopic anatomical and structural abnormalities 
have been found in the retina,5 lateral geniculate bodies,6 
and visual cortex.7 

Amblyopia results from degradation of the retinal 
image during a sensitive period of visual development, 
which historically has been thought to be the fi rst 7 years 
of life.8 The sensitive period for development of amblyopia 
might not be the same as the sensitive period during 
which treatment is possible. The degradation of the 
image, and subsequent central suppression that leads to 
amblyopia, results from one of three causal processes 
(table 1).

Therefore, amblyopia never occurs in isolation. The 
disorder is not the cause, but the eff ect of another 
pathological process. Amblyopia can also be thought of 
as resulting from either disuse due to the absence of a 

clear image on the retina (anisometropia or deprivation), 
or misuse due to abnormal binocular interaction 
(strabismic). A widely accepted defi nition of amblyopia 
based on visual acuity is 2 or more Snellen or logMAR 
lines diff erence between eyes in best-corrected visual 
acuity. A one-line diff erence is usually a normal result, 
based on test-retest variability.9

Epidemiology of amblyopia
Amblyopia is the most common cause of monocular 
vision loss in children with an estimated prevalence of 
1–5%, depending on population and study.1 Because of 
the failure of detection or treatment, amblyopia continues 
to be an important cause of vision loss in adults, with an 
estimated prevalence of 2·9%.10 A study by the National 
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Results from recent randomised clinical trials in amblyopia should change our approach to screening for and 
treatment of amblyopia. Based on the current evidence, if one screening session is used, screening at school entry 
could be the most reasonable time. Clinicians should preferably use age-appropriate LogMAR acuity tests, and 
treatment should only be considered for children who are clearly not in the typical range for their age. Any substantial 
refractive error should be corrected before further treatment is considered and the child should be followed in 
spectacles until no further improvement is recorded, which can take up to 6 months. Parents and carers should then 
be off ered an informed choice between patching and atropine drops. Successful patching regimens can last as little as 
1 h or 2 h a day, and successful atropine regimens as little as one drop twice a week. Intense and extended regimens 
might not be needed in initial therapy.

Search strategy and selection criteria 

We searched MEDLINE (1966 to 2005) and the Cochrane 
Library (to 2005), and used the search term “amblyopia”. We 
mainly selected publications in the past 5 years, but did not 
exclude commonly referenced and highly regarded older 
publications. We also searched the reference lists of articles 
identifi ed by this search strategy and selected those we 
judged relevant. Several review articles or book chapters were 
included because they provide comprehensive overviews that 
are beyond the scope of this Seminar. The reference list was 
subsequently modifi ed during the peer-review process on the 
basis of comments from reviewers.

Features Unilateral or 
bilateral eff ect

Strabismus (ocular misalignment) Each eye does not have the same image on 
the fovea

Unilateral

Anisometropia (diff erence in refractive error) One foveal image is more blurred than the 
other 

Unilateral

Deprivation
(including ametropia—ie, large
symmetric refractive errors)*

Physical obstruction of one image (eg, 
cataract, ptosis, or bilateral blur from 
uncorrected refractive error)

Either
 

*Amblyopia is the residual visual defi cit after the physical obstruction is removed and appropriate optical correction is provided.

Table 1: Causes of amblyopia

Holmes and Clarke (2006)



Ocular dominance plasticity has a critical period 

Temporary deprivation of vision with one eye of a kitten causes a dramatic change in the 
ocular dominance distribution among the neurons in its visual cortex (Hubel and Wiesel, 
1963). The effect is strongest between 4-8 weeks after birth in kittens.



Ocular dominance plasticity in mouse V1

-Majority of mouse V1 (primary visual cortex) is monocular, responding only to visual input to 
contralateral eye. 

-A small patch in the lateral part of  V1 is binocular, where neurons respond to input from both 
eyes with a contralateral dominance. 

-When the contralateral eye is sutured between P28 and P32, the response is shifted so that 
more cells respond predominantly to ipsilateral input. 

Levelt and Hübener (2012)

binocular cells in cat visual cortex (Hubel and Wiesel, 1965;
Blakemore et al., 1975; Yinon, 1975; Blakemore, 1976; Blasdel
and Pettigrew, 1979). Likewise, surgically or optically induced
strabismus in the monkey has similar effects (Crawford and von
Noorden, 1979, 1980). After we attempted to compensate to some
extent for the stronger initial contralateral bias, daily AltMD for

7–12 d dramatically decreased the number of binocular cells in
mouse V1 as well. The OD distributions for mice subjected to
brief periods of AltMD reported here are similar to those re-
ported recently for rats subjected to longer periods of surgically
induced strabismus (Domenici et al., 1992).

Despite initially depriving the animals and recording from the
cortex contralateral to the initially deprived eye, we still found a
marked contralateral dominance after the period of AltMD. Dep-
rivations similar to those used before the AltMD are sufficient to
nearly equalize the efficacy of inputs from the two eyes in the
contralateral hemisphere (compare the effects of deprivation from
P23 to P27, Fig. 4) (additional data not shown). The contralateral,
deprived afferents, therefore, must retain some additional advan-
tage at the onset of the period of AltMD, beyond that demon-
strated by their physiological efficacy, to come to dominate the
majority of cells after AltMD. Nonetheless, many group 7 ipsilat-
erally driven monocular cells were found. These findings demon-
strate that the effects of AltMD are altogether different from
those of simple MD. They support the hypothesis that a
correlation-based mechanism underlies plasticity in mouse V1.

Asymmetry of binocular responses
The contralateral inputs’ apparent competitive advantage in
mouse visual cortex, revealed by AltMD, is confirmed by a com-
parison of the effects of MD in mice with those in other animals.
The extent of the shift in cortical responses induced by closing the
contralateral eye was considerably less than that seen in compa-
rably deprived cats and monkeys, in which 80–100% of cells fail to

Figure 9. Reconstruction of an electrode track for laminar analysis. A,
Nissl-stained section of the visual cortex in a deprived mouse. Two lesions
placed at the end of a penetration into the binocular zone can be seen. B,
Camera lucida drawing of section shown in A. Laminar boundaries are
drawn, as are the lesions and the electrode track. The locations of each cell
encountered in the penetration are indicated by hash marks across the
electrode track. OD scores are shown to the right of each hash mark for
those neurons that could be unambiguously assigned to a cortical layer;
numbers to the left of selected hash marks indicated the neurons from
which the RFs shown in C were obtained. The scale bar and direction key
apply to both A and B. C, RFs of selected cells obtained in the penetration
depicted in A and B. Note that because the electrode penetration was not
radial, there was a gradual progression in RF position toward more central
locations as the electrode was advanced deeper into the cortex. The
vertical meridian is indicated by the dashed line.

Figure 10. Laminar analysis of binocular responses in nondeprived and
monocularly deprived mice. A–F, OD histograms are shown for cells
recorded from ND (A, C, E) and MD (B, D, F) mice separated by cortical
layer. MD animals were deprived contralaterally for 4 d beginning be-
tween P23 and P28. Conventions as in Figure 2.
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Figure 1
Ocular dominance (OD) plasticity in the mouse visual cortex. (a) Schematic of the mouse visual system. Most retinal ganglion cell axons
(blue) cross the midline and terminate in the lateral geniculate nucleus (LGN) of the contralateral hemisphere. A very small number of
axons from the temporal retina (red ) do not cross at the optic chiasm; instead they terminate in the ipsilateral LGN. In the LGN,
inputs from both eyes remain fully segregated. The major (medial) part of the primary visual cortex (V1) receives input from only the
contralateral retina (blue), whereas the smaller (lateral) third of V1 also receives ipsilateral projections (red ). In this binocular region of
V1, most neurons respond to visual stimuli presented to either eye, but contralateral eye input is stronger overall. (b) (Left) On the basis
of their responses to monocularly presented stimuli, neurons in the binocular part of V1 can be grouped into different OD classes, from
complete contralateral (class 1) to complete ipsilateral (class 7) dominance. Neurons in class 4 are driven equally strongly by both eyes.
(Right) Visually depriving the contralateral eye for a few days causes a shift of the OD distribution, such that the relative influence of the
deprived eye becomes weaker, whereas the nondeprived eye exerts a stronger drive.

Gamma-
aminobutyric acid
(GABA):
main inhibitory
neurotransmitter in
the cerebral cortex

BDNF: brain-derived
neurotrophic factor

IGF-1: hormone with
a molecular structure
similar to that of
insulin; regulates
several aspects of
development and has
anabolic effects in
adults

mechanisms underlying OD plasticity, Hensch
et al. (1998) made the important discovery that
the development of gamma-aminobutyric acid
(GABA)ergic innervation is crucial for the on-
set of the critical period. In mice with reduced
GABA synthesis due to genetic inactivation of
the GABA-synthesizing enzyme glutamic acid
decarboxylase (GAD65), the critical period for
OD plasticity does not open until the animals
are treated with the GABA-A receptor agonist
diazepam (Fagiolini & Hensch 2000, Hensch
et al. 1998). It is also possible to induce a pre-
cocious critical period in 19-day-old wild-type
mice by treating them with benzodiazepines
(Fagiolini & Hensch 2000).

Similarly, transgenic mice overexpressing
brain-derived neurotropic factor (BDNF) dur-
ing postnatal development show a premature
opening of the critical period, probably be-
cause BDNF spurs the maturation of GABAer-
gic synapses in the visual cortex (Hanover et al.

1999, Huang et al. 1999) (for an overview of
signaling pathways that influence the onset or
closure of the critical period, see Figure 2).
In contrast, when wild-type mice are dark
reared, BDNF expression is downregulated and
the development of inhibitory innervation and
critical-period onset are delayed. Also IGF-1
can accelerate the development of inhibitory
innervation and the increase of visual acuity,
which is believed to be a hallmark of the criti-
cal period (Ciucci et al. 2007). In addition, when
mice are intracortically injected with an enzyme
that removes polysialic acid from the neural
cell-adhesion molecule (NCAM) of precritical-
period mice, inhibitory synapses form more
rapidly and OD plasticity can be induced earlier
than normal (Di et al. 2007). Together, these
studies indicate that several days after eye open-
ing (around P12 in mice), all prerequisites for
critical-period plasticity are in place, except for
the appropriate level or type of inhibitory input.
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Gordon and Stryker (1996)

To determine whether this was true for OD plasticity in mice, we
measured the length of time necessary to achieve a maximal shift
toward the ND eye at the peak of the critical period. We therefore
deprived a number of animals for varying lengths of time, all
centered around ;P28. Figure 5 shows the mean CBIs for dep-
rivations of increasing lengths. Two day deprivations had little
effect, whereas 4 d deprivations were as effective as longer depri-
vations at inducing a shift in cortical responsiveness toward the
open eye.

Effects of binocular deprivation
MD produced a dramatic shift in the efficacy of inputs from the
two eyes in driving cortical cells. We wished to determine whether
this effect was attributable to simple disuse, a hypothetical degra-
dation in the deprived eye’s visual pathway upon lid suture, or
whether, as in other species, competition between inputs from the
two eyes was required. We tested this by suturing shut both eyes
[binocular deprivation (BD)] of several mice at the peak of the
critical period. Short-term BD in animals such as the cat has been
shown to cause only small changes in visual responsivity (Wiesel
and Hubel, 1965a, Freeman et al., 1981).

We deprived four mice binocularly for 4 d starting at P28, a
period identical to that which produced maximal effects in MD
animals. We found cortical responses to be remarkably resilient to
this manipulation. The data presented in Figure 6 demonstrate
that all measured aspects of cortical cell responses were normal or
nearly so in the BD animals. The distribution of RF sizes in BD
animals consistently overlapped those of normal animals, al-
though the mean RF size for all BD animals was slightly smaller
that that of controls (p 5 0.01, t test) (Fig. 6A). Retinotopy,
however, was preserved perfectly in the BD animals. In Figure 6B,
the RF azimuths of cells encountered in successive evenly spaced
electrode penetrations are plotted against the lateromedial posi-
tion of the electrode. We found a consistent linear relationship
between RF location and cortical location within the central 408 of
the visual field in BD as well as normal animals. The precision of
this retinotopic mapping can be estimated by the correlation
coefficient of the linear regression, which in normal animals is
quite high (0.92 6 0.6). There was no significant difference be-
tween the mean coefficients of two such regressions each in BD
and normal animals (Fig. 6B, inset).

The OD distribution of 131 cells recorded in the binocular zone
of the BD animals is shown in Figure 6C. The distribution is quite
similar to that seen in normal animals (see Fig. 2, top; Fig. 8A),
although there seems to be a slight reduction in the proportion of
cells driven by both eyes in the BD animals (22% of cells in the
BD mice were monocular vs 17% of cells in normal mice). The
OD distributions of cells from the BD animals and five normal
animals are significantly different by x2 analysis (p , 0.05). In
contrast, there was no shift in OD toward either eye; the CBIs of
the four BD hemispheres from which sufficient data were ob-
tained were 0.76, 0.67, 0.70, and 0.70, respectively, all well within
the normal range. There was no significant difference between the
means of these CBIs and those of ND animals (mean 6 SD 5 0.71
6 0.04 and 0.71 6 0.03 for BD and ND, respectively, p . 0.7,
t test).

To determine quantitatively the effects of BD and to compare
them with those of MD, we measured firing rates evoked by
computer-generated oriented light bars swept across the RFs in
two normal, two BD, and two MD animals. These measurements
are shown in Figure 6D. The mean response rates of cells encoun-
tered in the binocular zone of ND animals were on average
greater for stimuli presented to the contralateral eye than for
stimuli presented to the ipsilateral eye, verifying the contralateral
dominance seen in the OD histograms. BD resulted in only a
small and nonsignificant decrease in the responsiveness of binoc-
ular zone neurons. In contrast, MD resulted in a much greater
decrease in the responsiveness of neurons to the deprived eye.
Responses of neurons to the contralateral deprived eye were
reduced significantly relative to those in ND animals (p , 0.05,
t test). Responses of neurons to the ipsilateral deprived eye were
nearly eliminated and were significantly smaller than those in both
ND and BD animals (p , 0.05 and 0.03, respectively, t test).
Responses to the ND eye did not increase significantly with either
contralateral or ipsilateral MD (p . 0.3). In BD animals, as in
normal animals, cells were found that displayed excellent speci-
ficity for stimulus orientation, as well as cells that exhibited only a
slight preference for a particular orientation. Representative ex-
amples of these cells from BD animals are shown in Figure 7.

Effects of alternating monocular deprivation
Experiments designed to decorrelate input between the two eyes
have implicated a correlation-based mechanism in OD plasticity

Figure 4. Critical period for the effects of monocular deprivation in the
mouse. Mean 6 SD CBIs for normal animals (shaded bar) and animals
monocularly deprived for 4 d beginning at various ages (filled triangles).
Filled circles show individual CBIs for OD distributions obtained from ND
animals; n 5 23–30 cells per hemisphere, N 5 five hemispheres from five
animals per time point (MD) and six hemispheres from five animals (ND).

Figure 5. Duration of monocular deprivation required for maximal shift.
CBIs were calculated individually from OD distributions obtained from
nondeprived mice and mice deprived for increasing lengths of time,
centered at ;P28. Mean (bars) and individual CBIs (open circles) are
shown.
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Mechanisms that control critical period

-What are the cellular events that happens during ocular dominance plasticity? 

-What controls the onset of critical period? 

-When control the closure of critical period? 

-Can we reopen plasticity after the closure of critical period?



Stages of ocular dominance plasticity in mouse V1

intrinsic signals (Bonhoeffer and Grinvald, 1996) and chronic
implantation of recording electrodes to measure the amplitude
of visually evoked potentials (VEPs) both allow repeated
sampling of the same brain region before, during, and after
manipulations of visual experience (Kaneko et al., 2008a; Sawtell
et al., 2003). Both allow reproducible measures of the magni-
tudes of the separate deprived- and nondeprived-eye
responses. Optical imaging through an intact skull has the
advantage of being noninvasive, but it is done in anesthesized
animals (Kaneko et al., 2008a). VEPs have the advantage that
they are commonly done in awake mice, but require precise
and stable electrode placement (Sawtell et al., 2003) and the
amplitude of VEPs are susceptible to change with repeated
presentations of grating stimuli of a single orientation (Frenkel
et al., 2006). An alternative approach can use VEPs to measure
absolute visual acuity (Fagiolini et al., 1994). Neither optical
imaging nor VEPs measure the selective responses of single
neurons directly.

Themethods above were used to dissect ODP induced byMD
during the critical period into temporally distinct stages (Figure 5).
In the first stage, 2–3 days of MD caused a large reduction of the
response to the deprived eye and a resulting shift in ocular domi-
nance, with no change in open-eye responses. In the second
stage, MD caused a large increase in the response to the open
eye, along with a slight increase in deprived-eye responses,
completing the shift in ocular dominance (Kaneko et al.,
2008b). Restoring binocular vision by reopening the deprived
eye during the critical period induced a third stage of plasticity,
the rapid restoration of both eyes’ responses to baseline levels
(Kaneko et al., 2008a). These three stages and their characteris-

tics were similar regardless of which eye was deprived, contra-
lateral or ipsilateral eye (Sato and Stryker, 2008). Collectively,
these findings in the mouse are consistent with observations in
other species that a decrease in deprived-eye responses
precedes an increase in nondeprived-eye responses (Mioche
and Singer, 1989 and references therein).
The Mechanisms of Critical Period ODP
In cats, pharmacological perturbations confined to V1, such as
hyperexcitation by glutamate (Shaw and Cynader, 1984) or bicu-
culline (Ramoa et al., 1988) or total silencing by TTX (Reiter et al.,
1986), 2-amino-5-phosphonovaleric acid (APV) (Bear et al.,
1990), or muscimol (Reiter and Stryker, 1988), revealed that
neural activity in V1 plays a critical role in ODP. The past decade
has seen the creation of transgenic mice in which critical period
timing and the development of response properties are normal,
but the changes in responses and circuitry during critical period
ODP are perturbed. These studies reveal that the three stages of
critical period ODP expression are mechanistically distinct
(Figure 5): (1) The initial reduction in deprived-eye responses
relies on a mechanism involving calcium signaling with pharma-
cology similar to long-term depression (LTD). (2) The later
increase in open-eye responses involves both homeostatic and
long-term potentiation (LTP)-like mechanisms. (3) The restora-
tion of normal visual responses after opening the deprived eye
involves neurotrophic signaling mechanisms.
The first stage of critical period ODP, the decrease in

deprived-eye responses, is hypothesized to result from a loss
of deprived-eye connections or a depression in their synaptic
efficacy. Consistent with this idea, blocking (Bear et al.,
1990) or genetically deleting N-methyl-D-aspartate receptors
(NMDARs) (Roberts et al., 1998), manipulations that block
LTD, also prevented a shift in ocular dominance. However,
these manipulations can also affect LTP and other forms of
plasticity. Viral expression of a peptide that blocks LTD and,
specifically, NMDAR-dependent internalization of postsynaptic
a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid recep-
tors (AMPARs) also blocked the reduction in deprived-eye
responses in layer 4, consistent with the operation of LTD in
the first stage of critical period ODP (Yoon et al., 2009).
Spike timing-dependent plasticity (STDP) is an alternative

mechanism that shares a dependence on NMDARs and calcium
signaling and appears, at least in the short term, to be a potential
explanation of changes during MD (Yao and Dan, 2005). STDP
has the advantage that it can either increase or decrease the
strength of a connection by altering the timing of action
potentials in the two connected cells, without requiring the firing
rate changes needed to shift from LTD to LTP. This feature
makes it particularly attractive in accounting for the effects of
strabismus, where two pathways can be equally active but
are not correlated. It is not yet clear what signaling mecha-
nisms would dissociate STDP from LTD/LTP or other forms of
plasticity.
Calcium influx through NMDARs (Daw et al., 1993) triggers

downstream effectors including protein kinases and phospha-
tases that are hypothesized to regulate ODP by controlling phos-
phorylation of substrates thought to be important for synaptic
transmission, neuronal excitability, and morphological stabiliza-
tion: RII-a and RII-b isoforms of cAMP-dependent protein kinase

Baseline 3 days

MD

5 days

MD

2 days

Recovery

C
h

a
n

g
e

 i
n

 r
e

s
p

o
n

s
e

 a
m

p
li

t
u

d
e

f
r
o

m
 b

a
s

e
li

n
e

 i
n

 m
ic

e

Re-open closed eye

Ipsilateral Eye

Contralateral Eye

Monocular

Deprivation

Homeostatic 

and

Hebbian

NeurotrophicHebbianMechanisms:

Binocular

Vision

Close contralateral eye

Figure 5. Stages of Critical Period ODP in Mice
ODP induced byMD during the critical period in mice is characterized by three
temporally and mechanistically distinct stages: (1) a Hebbian-dependent
dramatic loss of response to the deprived eye (red) after 2–3 days of MD, (2)
a Hebbian and homeostatic-dependent increase in open-eye (green) response
together with a slight increase in deprived-eye response after 5 days of MD,
and (3) a neurotrophic signaling-dependent return of responses to baseline
levels after reopening the deprived eye and restoring binocular vision.

238 Neuron 75, July 26, 2012 ª2012 Elsevier Inc.

Neuron

Review

Espinosa and Stryker (2012)

-Transcranial imaging of intrinsic signals and chronic implantation of recording electrodes to 
measure the amplitude of visually evoked potentials allow repeated sampling from the same 
brain before, during and after manipulations of visual experience.

[first stage] large reduction of response to deprived 
eye, but no change in open-eye response 

[second stage] large increase of response to intact 
eye, small increase in deprived-eye response 

[after reopening of the deprived eye during critical 
period] response goes back to the baseline for both 
eyes



Mechanisms of ocular dominance plasticity in mouse V1

Espinosa and Stryker (2012)

(PKA) (Fischer et al., 2004; Rao et al., 2004), extracellular-signal-
regulated kinase (ERK) (Di Cristo et al., 2001), a-calcium/
calmodulin-dependent protein kinase II (aCaMKII) (Taha et al.,
2002), and the phosphatase calcineurin (Yang et al., 2005 ). In
all cases, preventing the activation of the kinases or promoting
the activation of the phosphatase prevented the reduction in
deprived-eye responses. Collectively, these studies suggest
that the balance between protein kinases and phosphatases is
important for critical period ODP.
The activity-dependent immediate early gene Arc is a potential

mediator of protein synthesis-dependent plasticity. Arc gene
expression and efficient Arc translation are dependent on
NMDAR and group 1 metabotropic glutamate receptor (mGluR)
activation (Steward and Worley, 2001). In Arc-knockout mice,
3 days of MD failed to reduce deprived-eye responses (McCurry
et al., 2010). Another activity-dependent immediate early gene,
serine protease tissue plasminogen activator (tPA), increases
during MD in V1 and targets many downstream effectors
including extracellular-matrix proteins, growth factors, mem-
brane receptors, and cell-adhesion molecules (Mataga et al.,
2002 and references therein). In tPA-knockout mice critical
period ODP was impaired and could be rescued by exogenous
tPA (Mataga et al., 2002). MicroRNAs induced by visual experi-
ence may also play a role in ODP. Increasing (Tognini et al.,
2011) or decreasing (Mellios et al., 2011) the levels of amicroRNA
enriched in the brain (miR132), reduced critical period ODP and
had dramatic effects on spine morphology.
It is not yet clear to what extent the changes in visual

responses in vivo during ODP are the product of changes in
the anatomical circuits, such as loss of synapses serving the
deprived eye, or changes in synaptic efficacy, such as LTD,
within stable anatomical circuits. Figure 6 illustrates this distinc-

tion for the first phase of ODP. In terms of biochemical mecha-
nisms the distinction is whether there is a single pathway leading
from changes in synaptic efficacy tomechanisms of regulation of
growth and retraction or whether, instead, there are parallel and
independent processes regulating synaptic efficacy and
anatomical change, allowing for the possibility of blocking one
without the other. Additional knowledge of pruning mechanisms
regulating anatomical changes may allow this distinction to be
tested experimentally (Li and Sheng, 2012).
Assuming that protein synthesis is required for structural

changes, Taha and Stryker (2002) attempted to distinguish
between these alternatives by blocking it. Protein synthesis
inhibitors in the cortex, but not in the LGNd, completely pre-
vented ODP. This result suggested that anatomical plasticity is
necessary for ODP, but it left open the possibility that protein
synthesis inhibition had also interfered with changes in synaptic
efficacy. LTD is conventionally divided into a late phase that is
dependent on protein synthesis and an early phase that is not
(Kauderer and Kandel, 2000). Thus, the protein synthesis inde-
pendent early phase of LTD contributes little or nothing to ODP.
The second stage of critical period ODP, the increase of open-

eye responses, was difficult to study mechanistically because
manipulations that prevent the reduction of deprived-eye
responses also affect subsequent increases in the open-eye
responses. A two-photon calcium imaging study showing that
MD actually increased responses to the deprived eye in neurons
with little to no input from the open eye suggested that Hebbian
mechanisms were not involved in the second stage of ODP
(Mrsic-Flogel et al., 2007 ) and that homeostatic scaling may
operate to keep neural activity within an optimal range (Turri-
giano and Nelson, 2004). Mice deficient for tumor necrosis
factor-alpha (TNFa), a protein necessary for homeostatic scaling
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Figure 6. Possible Mechanisms for the Loss
of Deprived-Eye Responses during the First
Stage of Critical Period ODP
(A) The reduction of deprived-eye responses after
3 days of MD results solely from the selective
anatomical pruning of deprived-eye connections,
shown here as the disappearance of spines
labeled in red.
(B) The depression of deprived-eye responses
results solely from the reduction in synaptic effi-
cacy of deprived-eye connections by LTD-like
mechanisms that last for days, shown here as the
progressive removal of ionotropic receptors from
spines labeled in red.
(C) LTD causes the rapid removal of ionotropic
receptors and then triggers slower mechanisms
that prune the deprived-eye connections that had
been rendered ineffective by the removal of
receptors.
(D) Pruning and LTD are independently triggered
and act in parallel to reduce responses to the
deprived eye.
In all cases (A–D), nondeprived-eye connections
are unchanged, shown here as spines labeled in
green. Longitudinal imaging of structure coupled
with temporally defined perturbations that selec-
tively disrupt changes in synaptic efficacy or
anatomy would resolve the primary mechanism
involved in the first stage of ODP. For example,
selectively blocking anatomical changes could
inhibit (A or C), partially inhibit (D), or have no effect
(B) on ODP.
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-During the first stage of ocular dominance plasticity, reduction in response to the deprived eye could be either due to 
selective pruning of deprived-eye connections and/or LTD-like mechanisms that reduces synaptic efficacy. 

-Expression of tissue plasminogen activator (tPA) is increased during monocular deprivation. 

-tPA targets many molecules including ECM proteins, growth factors, membrane proteins and cell adhesion molecules, and 
could be involved in pruning of inactive synapses. 

-tPA knockout mice show reduction of ocular dominance plasticity.



What triggers timing of the critical period?
In mice with reduced GABA synthesis (glutamic acid decarboxylase (GAD65) ko mice), the critical period for ocular dominance 
plasticity never opened until the animals were treated with the GABAA receptor agonist, diazepam.  

It is also possible to induce a precocious critical period in P19 mice by treating them with diazepam (direct infusion into V1).  

Transplantation of immature inhibitory neurons into the postnatal visual cortex promotes ocular dominance plasticity even after 
the natural critical period  

Thus, maturation of inhibitory circuit underlies the onset timing of plasticity.  

Opening the critical period appears to trigger “a timer” that lead to its permanent closure 2 weeks later.  
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Deviation of the two eyes due 
to a weakening of extraocular 
musculature that results in 
either an inward (esotropic) or 
outward (exotropic) rotation of 
one orbit and consequent 
amblyopia.

local circuit elements. As in other species5–9, MONOCULAR 

DEPRIVATION (MD) shifts the spiking response of neurons 
in the mouse V1 towards the open eye38, but, again, only 
during a critical period for behavioural amblyopia39 
(FIG. 2a; see also BOX 1).

The primary inhibitory neurotransmitter in the 
brain, GABA (γ-aminobutyric acid), is synthesized 
by glutamic acid decarboxylase produced by two 
distinct genes, Gad65  and Gad67 . Of these, Gad65  is 
concentrated in axon terminals and bound to synaptic 
vesicles whereas Gad67  is found throughout the cell40. 
Deletion (knockout) of Gad67  is lethal and eliminates 

most cortical GABA content41, but Gad65 -knockout 
mice are viable and show poor GABA release only 
on strong stimulation42,43. Baseline receptive field 
prop erties are normal in the absence of GAD65, but 
ocular dominance plasticity is prevented until inhibi-
tion is acutely restored with diazepam43. When infused 
directly into V1, the use-dependent nature and rapid 
breakdown of benzodiazepine agonists ensures that 
only those local inhibitory circuits that are normally 
engaged by monocular deprivation will be boosted. 
Remarkably, rescue of plasticity is possible at any age in 
Gad65 -knockout mice, which indicates that the critical 
period is dependent on the proper level of inhibitory 
transmission (FIG. 2b)44.

Conversely, the onset of the critical period can be 
accelerated by prematurely enhancing inhibition with 
benzodiazepines just after eye opening44–46, as well as 
by transgenic overexpression of brain-derived neuro-
trophic factor (BDNF) to promote the maturation 
of GABA neurons47,48 (FIG. 2b). A close relationship 
between neuronal activity, BDNF release and GABA 
function also explains the classic effect of dark-rearing. 
Raising animals without visual experience from birth 
naturally reduces BDNF levels49 and GABA-mediated 
transmission in the visual cortex50,51, and delays the 
peak of plasticity into adulthood45,52,53. Direct diazepam 
infusion45, or BDNF overexpression54 or secretion by 
enriched environments55 in complete darkness abolish 
the expected delay of the critical period. These striking 
results indicate that tonic GABA release is sufficient to 
trigger the eventual closure of the plastic state, even in 
the total absence of visual input.

Specific GABA circuits for plasticity
Interestingly, not all GABA circuits are involved in 
critical period regulation. Several lines of evidence 
point towards a single class of interneuron that has the 
potential to mediate long-range inhibition and syn-
chrony in the visual cortex. Among the many types of 
GABA-positive interneuron56–58 (FIG. 3b), neurochemi-
cal markers, such as calcium-binding proteins, have 
been used to reveal that the onset of the critical period 
corresponds closely to the emergence of PARVALBUMIN-
positive cells59 and both events are accelerated by BDNF 
overexpression47. The specific blockade of a potassium 
channel (Kv3.1) that uniquely regulates the fidelity of 
FASTSPIKING behaviour (and thereby GABA release) from 
parvalbumin-positive interneurons60–62 slows the rate 
of ocular dominance plasticity (Y.-T. Matsuda et al., 
unpublished observations). To date, the molecular bio-
logy of benzodiazepine action has provided the deepest 
insight into the local circuits that underlie plasticity.

The α-subunits of GABAA receptors determine 
benzodiazepine binding through a single amino acid 
residue in their amino terminus20,63 (FIG. 3a). In mice, 
knock-in of a point mutation at this site renders 
 individual GABAA receptor subtypes insensitive to 
benzodiazepines64. Weak inhibition in the visual 
cortex in early life (as observed for Gad65  deletion) 
prevents experience-dependent plasticity44,45. Loss of 
responsiveness to an eye deprived of vision can be 

Figure 2 | GABA-mediated control of the critical period. a | Monocular deprivation produces a 
loss of response to the deprived eye and a gain of open-eye input, as measured by the neuronal 
discharge of single units from the mouse visual cortex38. The ocular dominance of cells, rated on a 
seven-point scale of neuronal responsiveness, indicates a typical bias toward the contralateral eye 
(1–3) in the rodent (top left). After 3 or more days of monocular deprivation, the distribution shifts 
toward the open, ipsilateral eye (4–7; top right). b | Sensitivity to monocular deprivation is restricted 
to a critical period that begins, in mice, about 1 week after the eyes open (at postnatal day 13) and 
peaks 1 month after birth38. Monocular deprivation causes amblyopia only during the same critical 
period. Red circles indicate the onset, peak and end of amblyopia resulting from monocular 
deprivation39. The onset of plasticity can be delayed by directly preventing the maturation of GABA 
(γ-aminobutyric acid)-mediated transmission by gene-targeted deletion of Gad65, which encodes 
a GABA-synthetic enzyme43, or by dark-rearing from birth (red arrow)50–53. Conversely, the critical 
period can be brought forward by enhancing GABA transmission directly with benzodiazepines 
just after eye-opening44–46 or by promoting the rapid maturation of interneurons through excess 
brain-derived neurotrophic factor (BDNF) expression (blue arrow)47,48.
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Over-expression of brain-derived neurotrophic factor 
(BDNF) accelerates both GABA neuron 
development and critical period time course. 

When neonatal mice are dark-reared, BDNF 
expression is down regulated and the onset of 
critical period is delayed.



Song learning in birds
-Songbirds provide a good model for studying the 
neural substrate of motor learning.  

-Juvenile zebra finches learn their songs during the 
critical period by first listening to an adult male tutor 
(sensory phase), and then practicing, and listening to 
themselves (sensorimotor phase), until they produce a 
stereotyped copy of the tutor’s vocalization. 

-Once a stable species-specific song pattern is 
developed, the song structure remains unchanged 
throughout life (“closed-ended learner”). 

-Similar to the control of critical period for ocular 
dominance plasticity, critical period of song learning 
appears to be regulated by development of GABAergic 
neurons. 

Sizmore and Perkel (2011)

LTD in RA Is Restricted to the Critical Period for Sensorimotor
Learning. Zebra finches are closed-ended learners; their song
crystallizes and does not change once they reach adulthood. We
hypothesized that if LTD at RA collateral synapses was involved
in the sensorimotor phase of song learning, then it would not
occur in adulthood when intact birds no longer modify their
songs. To test this theory we attempted to induce LTD at RA
collateral synapses in slices from adult zebra finches (>92 dph).
RA collateral synapses in adults did not show the capacity for
LTD (97 ± 6% of baseline, n = 7, P = 0.61) (Fig. 3). Young
adults (92–95 dph) and older adults (>120 dph) showed similar
degrees of LTD (P = 0.40). Normalized EPSC amplitude after
conditioning in juveniles was significantly less than in adult birds
(P = 0.01). Thus, the capacity for LTD at RA collateral synapses
that exists in juveniles is absent in adults.

Premature Song Crystallization Abolishes LTD in RA. Our data sug-
gest that the bird’s ability to modify its song may relate directly to
the capacity for RA collateral synapses to undergo LTD. Alter-
natively, the loss of both the ability to modify song and LTD in
adults may also be because of two coincident developmental
processes with no direct relationship. To distinguish between these
two possibilities we used testosterone to prematurely crystallize
juvenile song. Testosterone has been implicated in natural song
crystallization (21), and artificially increasing testosterone levels in
juvenile birds causes their songs to be impoverished when they
reach adulthood (22). Furthermore, juvenile canaries treated with
testosterone produce adult-like respiratory motor gestures (23).
We therefore hypothesized that testosterone administration in
juvenile birds would cause a premature crystallization of song,
providing us with the opportunity to dissociate the time-course of
song development from general development and determine how
closely LTD in RA is related to song plasticity. Juvenile birds (38–
49 dph) were implanted subcutaneously with testosterone pellets
(see Methods) and housed individually in sound attenuation

chambers. Song was continuously recorded until birds were re-
moved for electrophysiology experiments (10–14 d later). A con-
trol group of juveniles (43–53 dph) were implanted with blank
pellets and subjected to the same experimental protocol as tes-
tosterone-implanted birds. Testosterone-implantation caused
a significant increase in levels of circulating testosterone com-
pared with blank implants (25.5 ± 8.9 ng/mL, n = 5, and 0.3 ±
0.003 ng/mL, n = 6, respectively; P = 0.012). Fig. 4 shows rep-
resentative motifs from age-matched blank- and testosterone-
implanted birds; the spectral features of the blank-implanted
bird’s song are much more variable from rendition to rendition
than those of the testosterone-implanted bird’s song. One of the
hallmarks of song crystallization is a decrease in spectral vari-
ability across renditions of song. Therefore, to determine whether
song had crystallized we measured the trial-to-trial variability in
spectral frequency of the bird’s song over the course of one day
using the “pitch” measurement in Sound Analysis Pro (24) (Fig.
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Re-introducing a critical period after its closure

-There are different ways (invasive and non-invasive) to counteract the factors that closes 
critical period 

Bavelier et al. (2010)

down of the maturational state of perisomatic inhibition (Hensch,
2005). Conversely, the application of benzodiazepines or other treat-
ments that accelerate GABA circuit function triggers premature
plasticity (Di Cristo et al., 2007; Sugiyama et al., 2008). These manip-
ulations are so powerful that animals of identical chronological age
may be at the peak, before, or past their sensitive period, depending
on how the maturational state of their GABA circuitry has been
altered.

Once induced, synaptic rewiring appears to be executed by the
action of extracellular proteases (Mataga et al., 2002; Oray et al.,
2004), which induce dendritic spine motility and pruning before
regrowth. Notably, these effects proceed in a laminar sequence
(Oray et al., 2004) consistent with the progression of plasticity
through the thalamocortical circuit (Trachtenberg et al., 2000).
Likewise in barrel cortex, a brief sensitive period for whisker re-
ceptive field tuning emerges concurrent with an increase in
experience-dependent spine motility (Lendvai et al., 2000; Stern
et al., 2001). Such abrupt and transient circuit reconfiguration is
eventually recalibrated by homeostatic processes (Pozo and
Goda, 2010), involving cell-intrinsic transcription factors (Greer
and Greenberg, 2008; Chang et al., 2010) or surrounding glia-
derived factors such as tumor necrosis factor ! or the comple-
ment cascade (Stevens et al., 2007; Kaneko et al., 2008). It is
notable in this context that one of the first successful approaches
to reintroduce juvenile plasticity in the adult visual cortex was
the direct transplantation of immature astrocytes (Müller and
Best, 1989).

In addition, GABA circuits themselves exhibit synaptic plas-
ticity that appears distinct from that of neighboring excitatory
neurons (Yazaki-Sugiyama et al., 2009; Kameyama et al., 2010;
Maffei et al., 2010). Whereas the classically studied pyramidal cell
gradually shifts its responsiveness away from a deprived input,

interneurons do so only later (Gandhi et
al., 2008), and in the case of fast-spiking
interneurons, after an initial shift toward
the deprived input (Yazaki-Sugiyama et
al., 2009). Remarkably, direct transplan-
tation of embryonic GABA precursor cells
in the postnatal brain also supports a sec-
ond sensitive period (Southwell et al.,
2010). Similar to normal development
(Sugiyama et al., 2008), the second wave
of plasticity only emerges once the trans-
plant matures to a critical stage of connec-
tivity, and not before or after.

Neural networks thus sculpted by early
experience ultimately become more hard-
wired (Shatz and Stryker, 1978; Knudsen,
2004; Feldman and Brecht, 2005). Plastic-
ity gradually winds down with a charac-
teristic duration proportional to a species’
lifespan (Berardi et al., 2000). Effects of
early experience are thus actively pre-
served throughout life as a consequence of
late-appearing molecular factors. The es-
tablishment of new connectivity may in
part be under the control of “structural”
factors that regulate axonal growth (Fig.
1), such as myelin-related proteins inhib-
iting axonal sprouting (NgR, PirB) (Mc-
Gee et al., 2005; Syken et al., 2006) or
chondroitin sulfate proteoglycans. The
latter may restrain synaptic inputs by

forming tight perineuronal nets (PNNs) (Pizzorusso et al., 2006;
Carulli et al., 2010) around the basket-type GABA cells which
normally initiate a sensitive period (above). Directly removing
such physical barriers to plasticity enables recovery from ambly-
opia (Table 1) (H. Morishita, M. Chung, H. Miyamoto, Z. He, M.
Fagiolini, and T. K. Hensch, unpublished observations).

Alternatively, the plastic potential of neural networks can be
engaged late in life by acutely regulating “functional” E/I trans-
mitter release. Manipulations that locally reduce inhibition in
adulthood have been found to restore a heightened visual plas-
ticity (He et al., 2007; Sugiyama et al., 2008; Harauzov et al., 2010)
(Fig. 1). One action of endogenous neuromodulator release such
as norepinephrine, acetylcholine, serotonin, or dopamine may be
to adjust a favorable E/I balance (Bear and Singer, 1986; Kasa-
matsu, 1991; Kilgard and Merzenich, 1998; Bao et al., 2001;
Weinberger, 2007; Maya Vetencourt et al., 2008; Goard and Dan,
2009). In a striking example, chronic treatment with the seroto-
nin reuptake inhibitor (SSRI) fluoxetine restores visual function
in amblyopic adult rats apparently by resetting E/I balance (Maya
Vetencourt et al., 2008). This neurochemical milieu can act in a
cell-specific manner during periods of heightened arousal or fo-
cal attention (McCormick, 1989; Gil et al., 1997; Kawaguchi,
1997; Kawaguchi and Shindou, 1998; Xiang et al., 1998; Hsieh et
al., 2000; Froemke et al., 2007). Neuromodulatory tone also un-
derlies sleep–wake state, fluctuating with a diurnal rhythm and
providing a potential link to the regulatory role of sleep on brain
plasticity (Frank et al., 2001; Steriade, 2004).

Interestingly, even these permissive factors are tightly regu-
lated throughout the lifespan. Intense stimulation of neuro-
modulatory systems during infancy leads to impaired ability to
augment learning later in life (Liang et al., 2006). In the mature
brain, brake-like molecules further limit the role of neuromodu-

Figure 1. Evolving plastic capacity across the lifespan (blue arrows) (E/I, Excitatory-inhibitory circuit balance) suggests possible
mechanisms for enhancing learning and recovery of function in adulthood (red). (1), Removing structural barriers to rewiring by
targeting, for example, perineuronal nets, myelin, or epigenetic status. While effective in resetting brain plasticity in animal
models (Table 1), their potential utility in humans remains elusive. (2), Resetting local E/I to a juvenile state where excitation
dominates can also effectively promote plasticity in adulthood (Table 1). Noninvasive manipulations, such as the immersive and
enriched conditions of video game play, may elicit various neuromodulatory responses, perhaps through feedback signals from
higher control centers, to engage brain plasticity and learning in adults.
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lators on brain plasticity. One such factor is the prototoxin Lynx1
acting on nicotinic receptors to dampen the response to acetyl-
choline. Removal of Lynx1 restores plasticity and allows recovery
from amblyopia in adulthood (Morishita et al., 2010). Plastic
changes induced in adulthood can be qualitatively different from
those of the juvenile (Frenkel and Bear, 2004; Sato and Stryker,
2008), and may not always be enduring or capable of fully over-
coming the structural limitations established earlier during sen-
sitive periods. Yet, under certain conditions, they are adequate to
restore enough plasticity to reverse amblyopia (Table 1).

Lessons for brain plasticity in adult humans
There is no doubt that humans demonstrate marked learning as a
result of practice even in adulthood; yet when compared with
children, adult learning appears qualitatively and quantitatively
different. It is effortful, often quite narrow in its scope, and most
of the time incomplete compared with the learning children may
exhibit (Newport et al., 2001). Recent animal studies focused on
augmenting plasticity in the visual cortex have identified means
to recapitulate juvenile forms of learning in adulthood (Table 1).
Achieving the same in humans would be a significant clinical
advance as amblyopia is not always reversed when treated early in
development, and conventional strategies (patching and penal-
ization) are generally not undertaken in older children and
adults. Here, we ask how the brakes identified in animal research
might be lifted in humans, keeping in mind the possible costs of
inducing exuberant plasticity in a mature nervous system.

One rather drastic example of adult plasticity in the case of
amblyopia comes from “experiments of nature” whereby ambly-
opic patients have lost vision in the “good” eye. Under these condi-
tions, visual acuity in the amblyopic eye sometimes spontaneously
improves (Vereecken and Brabant, 1984; El Mallah et al., 2000; Rahi

et al., 2002). These few reports are consistent with the notion that the
connections from the amblyopic eye may be weakened, inhibited, or
unattended, rather than destroyed. Loss of the fellow eye would al-
low these existing connections to be reactivated. This could be the result
of unmasking (Restani et al., 2009) or higher brain areas learning to
attend to the previously inhibited signals from the amblyopic eye.

While direct pharmacological manipulations in humans are
theoretically appealing, indiscriminately tampering with brakes
on plasticity throughout the brain may cause more harm than
good (see Pascual-Leone et al., 2005 for the two sides of plastic-
ity). Interfering with brain chemistry, as in most animal studies,
raises significant ethical and safety concerns. At the same time,
many FDA-approved drugs are already administered with poten-
tially informative side effects. This is the case, for example, of
valproic acid and benzodiazepines. Recovery from stroke is en-
hanced by factors hypothesized to promote brain plasticity (Mos-
kowitz et al., 2010), and could therefore potentially benefit from
such a pharmacological approach.

Drugs that alter the “epigenome” also hold promise given
recent discoveries of how environmental changes alter brain
chromatin status (Zhang and Meaney, 2010). Epigenetic modifi-
cations, such as the acetylation of histones, are a common target
of cancer biology (Stimson et al., 2009), and may have profound
impact on the regulation of behavior. Histone deacetylase inhib-
itors promote synaptic plasticity (Levenson and Sweatt, 2006),
reactivate critical periods, and rescue amblyopia in adult rodents
(Putignano et al., 2007; Silingardi et al., 2010). More generally,
the use of drugs that specifically target transcriptional regulatory
processes known to be altered in neurodevelopmental disorders,
such as Down’s syndrome, fragile X, or Rett’s syndrome, to cite a
few, has proven strikingly efficient at alleviating cognitive deficits
even when administered in adulthood (Chahrour and Zoghbi,

Table 1. Summary of invasive and noninvasive interventions that either induce ocular dominance shifts in adults with normal vision (“Adult ODP”) or restore visual acuity
in adulthood (“Recovery”)

Intervention Mechanism Adult ODP Recovery Species References

Invasive
Astrocyte transplant Structural ! n.t. Cat Müller and Best (1989)
NGF infusion Structural ! n.t. Cat Gu et al. (1994); Galuske et al. (2000)
chABC Structural ! ! Rat Pizzorusso et al. (2002, 2006)
Crtl1 KO Structural ! n.t. Mouse Carulli et al. (2010)
NgR KO Structural ! ! Mouse McGee et al. (2005); H. Morishita, M. Chung, H. Miyamoto, Z. He, M. Fagiolini,

and T. K. Hensch (unpublished observations)
PirB KO Structural ! n.t. Mouse Syken et al. (2006)
dnNgR Structural ! n.t. Mouse H. Morishita, M. Chung, H. Miyamoto, Z. He, M. Fagiolini,

and T. K. Hensch (unpublished observations)
Focal demyelination Structural ! ! Mouse H. Morishita, M. Chung, H. Miyamoto, Z. He, M. Fagiolini,

and T. K. Hensch (unpublished observations)
Locus ceruleus stimulation E/I ! n.t. Cat Kasamatsu et al. (1985)
cAMP activation E/I ! n.t. Cat Imamura et al. (1999)
MGE transplant E/I ! n.t. Mouse Southwell et al. (2010)
Lynx1 KO E/I ! ! Mouse Morishita et al. (2010)

Noninvasive
Valproic acid/TSA Structural ! ! Rat/mouse Putignano et al. (2007); Silingardi et al. (2010)
AChase inhibitor E/I ! ! Mouse Morishita et al. (2010)
Fluoxetine E/I ! ! Rat Maya Vetencourt et al. (2008)
L-threo-DOPS E/I ! n.t. Cat Mataga et al. (1992)
Dark exposure E/I ! ! Rat He et al. (2007)
Enrichment E/I ! ! Rat Sale et al. (2007)
Perceptual learning E/I n.t. ! Human Levi and Li (2009b)
Video games E/I n.t. ! Human Li et al. (2010)
TMS E/I n.t. ! Human Thompson et al. (2008)

Proposed mechanism is categorized as disruption of structural or functional brakes. n.t., Not tested; chABC, chondroitinase ABC; NGF, nerve growth factor; L-threo-DOPS, L-threo-dihydroxyphenylserine; KO, knockout; Crtl1, cartilage link
protein; NgR, Nogo receptor; PirB, paired immunoglobulin-like receptor B; dnNgR, dominant-negative NgR; MGE, medial ganglionic eminence; TSA, trichostatin A; AChase, acetyl-cholinesterase; TMS, transcranial magnetic stimulation.
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Summary 3 (critical period)

-Animals can alter their behavior based on their past experiences via synaptic 
plasticity (strengthening, weakening, addition, removal). 

-The capacity for synaptic plasticity often peaks soon after birth and declines with age. 

-The distinct phase of development with greatly enhanced plasticity for specific 
sensory experiences or sensorimotor interactions is the critical period. 

-Onset of ocular dominance plasticity depends on the maturation of GABAergic 
interneurons in the cortex. Further maturation of these neurons results in the closure of 
the critical period. 

-Shifting the balance of excitation-inhibition as well as removing the structural 
constraints can reopen the critical period. 

-Both animal and human studies suggest that neurodevelopment disorders such as 
schizophrenia and autism involve aberrant plasticity (either insufficient brakes on 
plasticity or hyper-mature inhibitory circuits).


